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Lecture 10 – Agenda & Examples 
Agenda 
 
1. Review Questions 
2. Moments → 𝐸[𝑋𝑘] 
3. Moment Generating Function → 𝑀𝑋(𝑡) = 𝐸[𝑒𝑡𝑋] 

4. How to use the MGF → 𝐸[𝑋𝑘] = [
𝑑𝑘

𝑑𝑡𝑘 𝑀𝑋(𝑡)]
𝑡=0

 

5. Bernoulli, Binomial, Geometric, Poisson 
6. Uniqueness of the MGF 
7. Examples 

 
Review 
 

1. Calculate the variance of the RV 𝑋 if it follows a Poisson distribution with a mean of 3.  
2. Suppose that a random variable 𝑋 has the 𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆) distribution, 0 < 𝜆 < ∞. For all 

𝑥 = 0,1,2, …, show that 
𝑃(𝑋=𝑥)

𝑃(𝑋=𝑥+1)
=

(𝑥+1)

𝜆
. 

3. A jury of 6 people was selected from a group of 20 potential jurors one at a time, of 
whom 8 were African American and 12 were white. The jury was supposedly randomly 
selected, but it contained only 1 African American member. Do you have any reason to 
doubt the randomness of the selection? 

4. Derive the expectation of the RV 𝑋~𝐻𝑦𝑝𝑒𝑟𝑔𝑒𝑜(𝑁, 𝑟, 𝑛) to be 𝐸[𝑋] = 𝑟
(

𝑁−1
𝑛−1

)

(
𝑁
𝑛

)
=

𝑛𝑟

𝑁
  

Lecture 
 

1. Derive the variance of the Binomial distribution.  
2. Derive the mean of the geometric distribution. 
3. Derive the variance of the Poisson distribution. 
4. If 𝑋~𝐵𝑖𝑛(𝑛, 𝑝), find the mean and variance of 𝑌 = 3𝑋. 


