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Lecture 19 — Agenda & Examples
Agenda

1. Review Questions

If X; and X, are independent, then Var[X; + X,] = Var[X, — X,]| = Var[X;] + V[X,]
Covariance — numerically summarizing how closely related 2 RV’s are (Cov(X,,X,) =
E[(X; — E[X:]D(Xz — E[X2])]

Alternative formula for Covariance (Cov(Xy,X,) = E[X,X,] — E[X,{]1E[X,])

If two random variables are independent, Cov(X;,X,) =0

Cov(X1,X3) )

JVar[X{]yVar[X,]

Linear Combinations (Uy = Yi=; a;X; and Uy = Y7L, a;Y;
a. Expectation 2 E[Uy] = X", a;E[X;]
b. Variance > Var[Ux] = X1, afVar[X,] + X, X7y aiajCov[Xi,Xj] for izj
c. Covariance = Cov[Uy, Uy] = i, 272 aibjCov[Xi,Yj]

8. Examples

w N

Correlation (p = Corr(X,X,) =

N o vk

Review

1. Consider the joint density below:
—(xq+x3)
X1,Xy) =
f e x2) { 0, 0.W.
Are X; and X, independent?

What is the E[X7X3]?
What is the E[(X; — 4)?(X, + D]?
What is the V[X; + X,] using the variance shortcut formula? How about using
the properties of independence? What do you notice?
e. Whatisthe P(X; — X, < —3)?
2. Suppose that X; and X, are independent y? random variables with degrees of freedom
v, and v,, respectively.
a. Find E[X; +X,]
b. Find V[X; + X,]
3. Consider the following joint pdf

o0 oo

1 _(x1+x3)
f(x1,x2) = gxle ‘o 0 <x1 %,
0, 0.W.
a. Findthe E[x;x;]
b. Find E[x? — 2x,x, + x3]
c. Whatisthe Var[x; + x,]?
4. Consider the following joint pmf
X, Values X4 Values
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0 .38 17
1 14 .02
2 .24 .05

a. Are X; and X, independent?
b. Find the Var(X? — X3)
Lecture

1. Prove the following:
a. Cov[X,,c] = 0forany constant c
b. Cov[Xl,Xl] Var|X,]
c. Cov[Xy,X,] = Cov[X,, X,]
d. Cov[X;+X,, Y, +Y,] = Cov[X,,Y;] + Cov[X,,Y,] + Cov[X,, Vi + Cov[X,,Y,]
(this proves that covariance is a bilinear operation, implying that it is a linear
operation in both coordinates)

2. Provethatif¥; = ¢; + d;X;, then py, y, = py, x, for constants c;, d;

3. Let the discrete RV’s Y; and Y, have the joint probability function p(y,,y,) = gfor
(yl' yZ) = (_1)0)' (0,1), (110)

a. Find the Cov[Yy,Y,] and py, y,.
b. AreY; and Y, independent? (what do you notice about what correlation implies
about independence? It only goes 1 way!)

4. (Text 5.113) A retail grocery merchant figures that her daily gain X from sales is a
normally distributed RV with mean 50 and standard deviation 3 (measurement in
dollars). X can be negative if she is forced to dispose of enough perishable goods. Also,
she figures daily overhead costs Y to have a gamma distribution with alpha of 4 and beta
of 2. If Xand Y are independent, find the expected value and variance of her net daily
gain. Would you expect her net gain for tomorrow to rise above $70?



