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Lecture 17 – Agenda & Examples 
Agenda 
 

1. Review Questions 
2. Marginal Distribution  

a. 𝑝1(𝑥1) = ∑ 𝑝(𝑥1, 𝑥2)𝑥2𝜖 𝑆2
  

b. 𝑓1(𝑥1) = ∫ 𝑓(𝑥1, 𝑥2)𝑑𝑥2
∞

−∞
 

3. Conditional Distribution  

a. 𝑝1|2(𝑥1) =
𝑝(𝑥1,𝑥2)

𝑝2(𝑥2)
  

b. 𝑓1|2(𝑥1) =
𝑓(𝑥1 ,𝑥2)

𝑓2(𝑥2)
 

4. Proof that any conditional distribution is a valid distribution (assuming the joint and 
marginal distributions are valid distributions). 

5. These are distributions, so they should integrate/sum to 1 and we can find expectation! 
6. A very special joint distribution is the Bivariate Normal Distribution 

(𝑋1, 𝑋2)~𝑁2(𝜇1, 𝜇2, 𝜎1
2, 𝜎2

2, 𝜌) 
a. 𝐿𝑒𝑡 𝑋1, 𝑋2 be continuous random variables with the joint pdf  

𝑓(𝑥1, 𝑥2) =
1

2𝜋𝜎1𝜎2√1 − 𝜌2
exp (−

1

2(1 − 𝜌2)
((

𝑥1 − 𝜇1

𝜎1
)

2

− 2𝜌 (
𝑥1 − 𝜇1

𝜎1
) (

𝑥2 − 𝜇2

𝜎2
) + (

𝑥2 − 𝜇2

𝜎2
)

2

)) 

−∞ < 𝜇1, 𝜇2 < ∞, 0 < 𝜎1, 𝜎2 , −1 < 𝜌 < 1 
b. The marginal distribution of 𝑋𝑖 is given by 𝑁(𝜇𝑖 , 𝜎𝑖

2) for i = 1,2 

c. The conditional distribution of 𝑋1|𝑋2 = 𝑥2 is 𝑁 (𝜇1 +
𝜌𝜎1

𝜎2
(𝑥2 − 𝜇2), 𝜎1

2(1 −

𝜌2)) for all fixed 𝑥2 𝜖 ℝ 

d. The conditional distribution of 𝑋2|𝑋1 = 𝑥1 is 𝑁 (𝜇2 +
𝜌𝜎2

𝜎1
(𝑥1 − 𝜇1), 𝜎2

2(1 − 𝜌2)) 

for all fixed 𝑥1 𝜖 ℝ 
7. Examples 

 
Review  
 

1. Let 𝑋1 and 𝑋2 be continuous random variables with the following joint pdf:  

𝑓(𝑥1, 𝑥2) = {
𝑒−𝑥1 , 0 < 𝑥1 and 0 < 𝑥2 < 1

0, 𝑜. 𝑤.
 

a. Confirm this is a valid pdf over the given support 
b. Find the 𝑃(. 5 < 𝑋1 + 𝑋2 < 1). 

2. Consider the following joint pmf of 2 random variables X, Y:  

𝑝(𝑥, 𝑦) =
𝑥+𝑦+1𝑥

9
 for 𝑥 𝜖 {0,1,2} 𝑦 𝜖 {0, 𝑐} 
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a. Find the value c such that this is a joint pmf on the given support. 
b. What is 𝑃(𝑋 = 2)? 
c. What is 𝑃(𝑋 < 2)? 
d. What is 𝑃(𝑋 − 𝑌2 < 0)? 
e. What is the 𝑃(𝑋 + 𝑌2 − 3 < 2)? 

3. Suppose that 𝑌1 and 𝑌2 are uniformly distributed over the triangle shaded such as in 
Exercise 5.11 from your text.  

a. What is the joint pdf of 𝑌1 and 𝑌2, i.e. 𝑓(𝑦1, 𝑦2)? 
b. Confirm that this is a valid pdf over the defined support 
c. What is the 𝑃(𝑌1 < 0)? 

d. What is the 𝑃 (𝑌1 <
1

2
)? 

e. What is the 𝑃 (𝑌1 ≤
3

4
, 𝑌2 ≤

3

4
)? 

 
Lecture 
 

1. Consider the distribution 𝑓(𝑦1, 𝑦2) = {
3𝑦1,      0 ≤ 𝑦2 ≤ 𝑦1 ≤ 1

0,     𝑜. 𝑤.
 

a. Find the marginal density function for 𝑌2 
b. For what values of 𝑦2 is the conditional density 𝑓(𝑦1|𝑦2) defined? 

c. What is the 𝑃 (𝑦2 >
1

2
|𝑦1 =

3

4
)? 

2. Suppose that we have 𝑆1 = {0,1,2}, 𝑆2 = {−1,0,1} and the joint distribution 𝑝(𝑥1, 𝑥2) 
defined as 𝑝(𝑥1, 𝑥2) = 0 when (𝑥1, 𝑥2) = (0, −1), (0,1), (1,0), (2, −1), (2,1) and 
𝑝(𝑥1, 𝑥2) = .25 when (𝑥1, 𝑥2) = (0,0), (1, −1), (1,1), (2,0).  

a. Obtain the marginal pmf of 𝑋1, 𝑓1(𝑥1). 
b. Prove that 𝑓1(𝑥1) is a valid distribution and find the 𝐸[𝑋1]. 
c. Find the conditional pmf 𝑓1|2(𝑥1) when 𝑥2 =  −1. 

3. Consider the joint distribution of 𝑋1, 𝑋2, 𝑋3, 𝑋4 

𝑓(𝑥1, 𝑥2, 𝑥3, 𝑥4) = 𝜆4𝑒−𝜆(𝑥1+𝑥2+𝑥3+𝑥4) for 0 < 𝑥1, 𝑥2, 𝑥3, 𝑥4 < ∞, 𝜆 > 0 
a. Prove that the distribution is a valid distribution 
b. Find 𝑓3(𝑥3) and label this distribution. 
c. Find 𝑓1,2,3(𝑥1, 𝑥2, 𝑥3) 
d. Find 𝑓1,2,3|4(𝑥1, 𝑥2, 𝑥3). Notice anything? 

4. Assume that (𝑋1, 𝑋2)~𝑁2 (2, 5, 4, 9,
1

2
) 

a. What is 𝑃(𝑥1 > 2)? 

b. What is the 𝐸[𝑋2
2]? 

5. Recall that two Bivariate Normal random variables 𝑋1 and 𝑋2 have the following joint 
pdf 

𝑓(𝑥1, 𝑥2) =
1

2𝜋𝜎1𝜎2√1 − 𝜌2
exp (−

1

2(1 − 𝜌2)
((

𝑥1 − 𝜇1

𝜎1
)

2

− 2𝜌 (
𝑥1 − 𝜇1

𝜎1
) (

𝑥2 − 𝜇2

𝜎2
)

+ (
𝑥2 − 𝜇2

𝜎2
)

2

)) 
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What happens when the two random variables are independent? 
 

6. Suppose that 2 random variables have the following joint pdf 
 

𝑓(𝑥1, 𝑥2) =
1

8𝜋√3
exp (− (

2

3
) ((

𝑥1 − 1

2
)

2

− (
𝑥1 − 1

2
) (

𝑥2 − 1

4
) + (

𝑥2 − 1

4
)

2

)) 

 
Find the 𝐸[𝑋1

2|𝑋2 = 𝑥2]. 
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